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Abstract— Artificial intelligence (AI) refers to the simulation 

of human intelligence in machines that are programmed to 

think like humans and mimic their actions. The term may also 

be applied to any machine that exhibits traits associated with a 

human mind such as learning and problem-solving. Machine 

learning is a branch of artificial intelligence (AI) focused on 

building applications that learn from data and improve their 

accuracy over time without being programmed to do so.  A 

brief review of various machine learning algorithms which are 

most frequently used is discussed in this paper. We intend to 

highlight the merits and demerits of the Machine Learning and 

Deep Learning algorithms from their application perspective. 

The comparison of the various algorithms helps in decision-

making towards selecting the appropriate learning algorithm 

to meet the specific requirement of the application for Smart 

Environment Monitoring Systems. 

Keywords — Artificial intelligence, Machine learning, Deep 

Learning, problem-solving, application perspective and Smart 

Environment Monitoring Systems. 

I. INTRODUCTION 

Among the natural disasters, floods are the most 
destructive, causing massive damage to human life, 
infrastructure, agriculture, and the socioeconomic system. 
Governments, therefore, are under pressure to develop 
reliable and accurate maps of flood risk areas and further 
plan for sustainable flood risk management focusing on 
prevention, and protection. 

A good start point for this paper will be to begin with the 
fundamental concepts of Machine Learning. In Machine 
Learning a computer program is assigned to perform some 
tasks and it is said that the machine has learnt from its 
experience if its measurable performance in these tasks 
improves as it gains more and more experience in executing 
these tasks. So the machine takes decisions and does 
predictions / forecasting based on data. Take the example of  

 

computer program that learns to detect / predict cancer 
from the medical investigation reports of a patient. It will 
improve in performance as it gathers more experience by 
analysing medical investigation reports of wider population 
of patients. Its performance will be measured by the count of 
correct predictions and detections of cancer cases as 
validated by an experienced Oncologist. Machine Learning is 
applied in wide variety of fields namely : robotics, virtual 
personal assistants (like Google), computer games, pattern 
recognition, natural language processing, data mining, traffic 
prediction, online transportation network (e.g. estimating 
surge price in peak hour by Uber app), product 
recommendation, share market prediction, medical diagnosis, 
online fraud prediction, agriculture advisory, search engine 
result refining (e.g. Google search engine), BoTs (chatbots 
for online customer support), E-mail spam filtering, crime 
prediction through video surveillance system, social media 
services(face recognition in facebook). Machine Learning 
generally deals with all of those updates which can also 
result in noisy gradients, which may cause the error rate to 
jump around, instead of decreasing slowly. An example 
application of SGD will be to evaluate with three types of 
problems namely: classification, regression and clustering. 
Depending on the availability of types and categories of 
training data one may need to select from the available 
techniques of “supervised learning”, “unsupervised 
learning”, “semi supervised learning” and “reinforcement 
learning” to apply the appropriate machine learning 
algorithm. In the next few sections, some of the most widely 
used machine learning algorithms will be reviewed. 

II. LITERATURE REVIEW 

The most frequently used  machine learning algorithms to 

solve classification, regression and clustering problems are 

discussed along with comparison of different algorithms 

(wherever possible) in terms of performance, learning rate  
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etc. Types of machine learning techniques namely 

supervised learning, unsupervised learning, semi supervised 

learning, have been discussed. It is expected that it will give 

insight to the readers to take an informed decision in 

identifying the available options of machine learning 

algorithms and then selecting the appropriate machine 

learning algorithm in the specific problem solving context 

[1]. 

 

Comparison of the  performance of the various classifiers 

using WEKA was done and a conclusion is given that  

Random Forest and BayesNet are suitable for network 

intrusion detection. The machine learning algorithms have 

also been compared and it can be deduced that Boosting is 

the best algorithm. These improvised algorithms can be used 

to devise efficient network intrusion detection devices 

which can be used for security purposes in an organization 

[7]. 

 

Machine learning based techniques for air quality prediction 

was discussed. The air quality dataset is preprocessed with 

respect to univariate analysis, bi-variate and multi-variate 

analysis, missing value treatments, data validation, data 

cleaning/preparing. Then, air quality is predicted using 

supervised machine learning techniques like Logistic 

Regression, Random Forest, K-Nearest Neighbors, Decision 

Tree and Support Vector Machines. The performance of 

various machine learning algorithms is compared with 

respect to Precision, Recall and F1 Score. It is found that 

Decision Tree algorithm works well for predicting air 

quality. This application can help the meteorological 

Department in predicting air quality[8]. 

 

Machine learning (ML) based forecasting mechanisms have 

proved their significance to anticipate the outcomes to 

improve the decision making on the future course of actions. 

The ML models have been used in many application 

domains which needed the identification and prioritization 

of adverse factors for a threat. Several prediction methods 

are being popularly used to handle forecasting problems. In 

particular, four standard forecasting models, such as linear 

regression (LR), least absolute shrinkage and selection 

operator (LASSO), support vector machine (SVM), and 

exponential smoothing (ES) have been used in this study to 

forecast the threatening factors of COVID-19. Three types 

of predictions are made by each of the models, such as the 

number of newly infected cases, the number of deaths, and 

the number of recoveries in the next 10 days. The results 

produced by the study proves it a promising mechanism to 

use these methods for the current scenario of the COVID-19 

pandemic. The results prove that the ES performs best 

among all the used models followed by LR and LASSO 

which performs well in forecasting the new confirmed 

cases, death rate as well as recovery rate, while SVM 

performs poorly in all the prediction scenarios given the 

available dataset [20]. 

 

ML algorithms such as  support vector machines, M5P 

model trees, and artificial neural networks (ANN) are used 

to investigate the level pollutants in the air .The  

concentrations of ground-level ozone (O3), nitrogen dioxide 

(NO2), and sulfur dioxide (SO2) are measured. The 

performance evaluation measures used are prediction trend 

accuracy and root mean square error (RMSE). The results 

show that using different features in multivariate modeling 

with M5P algorithm yields the best forecasting 

performances[22]. 

 

Air quality prediction refers to the problem of finding the air 

quality by using statistical inference measures. However, 

traditional air prediction models are based on static fixed 

parameters for quality prediction. Also, it is difficult to 

classify and predict the air quality index for both rural and 

urban areas due to change in data drift and distribution. 

PM2.5 is one of the major factor to predict the air quality 

index (AQI) and its severity level. Due to high noisy and 

outliers in the PM2.5 data, it is difficult to classify and 

predict the air quality by using the traditional quality 

prediction models. In order to overcome these issues, an 

optimized Bayesian networks based probabilistic inference 

model is designed and implemented on the air quality data 

[23]. 

 

The ability of Machine Learning (ML) algorithms to learn 

and work with incomplete knowledge has motivated many 

system manufacturers to include such algorithms in their 

products. However, some of these systems can be described 

as Safety-Critical Systems (SCS) since their failure may 

cause injury or even death to humans. Therefore, the 

performance of ML algorithms with respect to the safety 

requirements of such systems must be evaluated before they 

are used in their operational environment. This is one of the 

major challenge related to usage of ML algorithms. 

Although there exist several measures that can be used for 

evaluating the performance of ML algorithms, most of these 

measures focus mainly on some properties of interest in the 

domains where they were developed. For example, Recall, 

Precision and F-Factor are, usually, used in Information 

Retrieval (IR) domain, and they mainly focus on correct 

predictions with less emphasis on incorrect predictions, 

which are very important in SCS. Accordingly, such 

measures need to be tuned to fit the needs for evaluating the 

safe performance of ML algorithms [41]. 

The main advantage of using machine learning is that, once 

an algorithm learns what to do with data, it can do its work 

automatically. A review and future prospect of the vast 

applications of machine learning algorithms has been 

discussed[44]. 

 

A review on background of air pollution, health effects 

associated with exposure to air pollution, and potential 

contributors to interindividual variability, with a specific 

focus on TLRs as potential modulators of the immune 

response are discussed[51]. 
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The packet traffic flow analysis is vital to the areas of 

network management and surveillance. Currently popular 

methods such as port number and payload-based 

identification exhibit a number of shortfalls. An alternative 

is to use machine learning (ML) techniques and identify 

network applications based on per-flow statistics, derived 

from payload-independent features such as packet length 

and inter-arrival time distributions. The performance impact 

of feature set reduction, using Consistency based and 

Correlation-based feature selection, is demonstrated on 

Naïve Bayes, C4.5, Bayesian Network and Naïve Bayes 

Tree algorithms[53]. 

 

Air quality, water pollution, and radiation pollution are 

major factors that pose genuine challenges in the 

environment. Suitable monitoring is necessary so that the 

world can achieve sustainable growth, by maintaining a 

healthy society. In recent years, the environment monitoring 

has turned into a smart environment monitoring (SEM) 

system, with the advances in the internet of things (IoT) and 

the development of modern sensors. The authors have 

critically studied how the advances in sensor technology, 

IoT and machine learning methods make environment 

monitoring a truly smart monitoring system [54]. 

 

The continuous research in the fields of Internet of Things 

and Machine Learning has resulted in development of 

various weather forecast models. However, the issue of 

precisely foreseeing or anticipating the weather still exists. 

The Internet of Things actually signifies 'things' (e.g. 

sensors and other shrewd gadgets) which are associated with 

the web. Despite the fact that this may appear to be 

irrelevant, 'things' represent a new and progressively, critical 

foundation requiring their own particular devoted 

technological system. The results  obtained  by applying 

algorithms like Decision Tree and Time Series Analysis on 

weather datasets demonstrated that the time series method 

forecasts the weather more accurately for a larger duration 

of time [55]. 

 

Deep learning technologies can be incorporated to 

discover underlying properties and to effectively handle 

such large amounts of sensor data for a variety of 

IoT applications including health monitoring and disease 

analysis, smart cities, traffic flow prediction, and 

monitoring, smart transportation, manufacture inspection, 

fault assessment, smart industry or Industry 4.0, 

and many more. Although deep learning techniques 

are considered as powerful tools 

for processing big data, lightweight modeling is important 

for resource-constrained devices, due to their high 

computational cost and considerable memory overhead. 

Thus several techniques such as optimization, 

simplification, compression, pruning, generalization, 

important feature extraction, etc. might be helpful in several 

cases.Therefore, constructing the lightweight deep learning 

techniques based on a baseline network architecture to 

adapt the DL model for next-generation mobile, IoT, or 

resource-constrained devices and applications, could be 

considered as a signifcant future aspect [57]. 

 

III. TYPES OF ML ALGORITHMS 

 

The ML is a process of making the system to learn 

automatically based on the earlier experimental data. The 

objective of ML is to determine the predictions based on the 

existing data. The following shows the procedure for ML 

adopted by Gartner [56].  

Step 1: Gather the input data (may be structured or 

unstructured)  

Step 2: Apply the ML algorithms (such as Supervised, 

Unsupervised, Semi-supervised, and Reinforcement 

Learning methods)  

Step 3: Determine the Output (such as predictive, 

exploratory, classification)  

 

After the data collection process, knowledge extraction or 

pattern determination process is imitated from the 

observations.  

ML has the following subdivisions based on the 

observations summarized from.  

They are: • Supervised learning, • Unsupervised learning, • 

Semi-supervised learning and • Reinforcement learning. 

 

 The ML process is viewed as two phases, namely,  

(a) learning phase and (b) prediction phase.  

The training data is fed to the learning phase for predictions. 

In the prediction phase, the predicted results are obtained for 

the new data regarding the concerned trained model. 

 

Since their evolution, humans have been using many types 

of tools to accomplish various tasks in a simpler way. The 

creativity of the human brain led to the invention of 

different machines. These machines made the human life 

easy by enabling people to meet various life needs, 

including travelling, industries, and computing. Machine 

learning is the one among them. According to Arthur 

Samuel Machine learning is defined as the field of study that 

gives computers the ability to learn without being explicitly 

programmed. Arthur Samuel was famous for his checkers 

playing program. Machine learning (ML) is used to teach 

machines how to handle the data more efficiently. 

Sometimes after viewing the data, we cannot interpret the 

extracted information from the data. In that case, we apply 

machine learning. With the abundance of datasets available, 

the demand for machine learning is on the rise. Many 

industries apply machine learning to extract relevant data. 

The purpose of machine learning is to learn from the data. 

Many studies have been done on how to make machines 

learn by themselves without being explicitly programmed. 

Many mathematicians and programmers apply several 

approaches to find the solution of this problem which are 

having huge data sets. 
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Fig. 1.  Types of Machine Learning Algorithms 

 

Machine Learning relies on different algorithms to solve 

data problems. Data scientists like to point out that there is 

no single one-size-fits-all type of algorithm that is best to 

solve a problem. The kind of algorithm employed depends 

on the kind of problem you wish to solve, the number of 

variables, the kind of model that would suit it best, and so 

on. Here is a quick look at some of the commonly used 

algorithms in machine learning (ML). 

 

 

  

A .Supervised Learning: 

 

 Supervised learning is the machine learning task of learning 

a function that maps an input to an output based on example 

input-output pairs. It infers a function from labelled training 

data consisting of a set of training examples. The supervised 

machine learning algorithms are those algorithms that needs 

external assistance. The input dataset is divided into train 

and test datasets. The training dataset has an output variable 

that needs to be predicted or classified. All algorithms learn 

some kind of patterns from the training dataset and apply 

them to the test dataset for prediction or classification. The 

workflow of supervised machine learning algorithms is 

given in Fig. 2. 

 

 
 

Fig. 2. Workflow of supervised machine learning algorithm 

 

Three most famous supervised machine learning algorithms 

have been discussed here. 

 

1) Decision Tree: Decision trees are those type of 

trees which groups attributes by sorting them based on their 

values. Decision tree is used mainly for classification 

purpose. Each tree consists of nodes and branches. Each 

nodes represents attributes in a group that is to be classified 

and each branch represents a value that the node can take. 

An example of decision tree is given in Fig. 3. 

 

 
 

Fig. 3. Decision tree 

 

 

The pseudo code for Decision tree is described in Fig. 4; 

where S, A and y are training set, input attribute and target 

attribute respectively.  
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     Fig. 4. Pseudo code for Decision Tree 

 

 

 

2)Naïve Bayes: Naïve Bayes mainly targets the text  

classification industry. It is mainly used for clustering and  

classification purpose . The underlying architecture of  

Naïve Bayes depends on the conditional probability. It  

creates trees based on their probability of happening. These  

trees are also known as Bayesian Network. An example of 

the network is given in Fig. 5. The pseudo code is given in 

Fig. 6. 

 
 

Fig. 5. An Example of Bayesian Network 

 
 

Fig. 6. Pseudo code for Naïve Bayes 

 

3) Support Vector Machine: Another most widely used 

state-of-the-art machine learning technique is Support 

Vector Machine (SVM). It is mainly used for classification. 

SVM works on the principle of margin calculation. It 

basically, draw margins between the classes. The margins 

are drawn in such a fashion that the distance between the 

margin and the classes is maximum and hence, minimizing 

the classification error. An example of working and pseudo 

code of SVM is given in Fig. 7 and Fig. 8, respectively. 

 

 

 
 

Fig. 7. Working of Support Vector Machine 

 

 
 

Fig. 8. Pseudo code for Support Vector machine 

 

In Supervised learning a training set of examples with the 

correct responses (targets) is provided and, based on this 

training set, the algorithm generalizes to respond correctly 

to all possible inputs. This is also called learning from 

exemplars. 

 

B. Unsupervised learning: 

 

 Unsupervised learning Correct responses are not provided, 

but instead, the algorithm tries to identify similarities 

between the inputs so that inputs that have something in 

common are categorized together. The statistical approach 

to unsupervised learning is known as density estimation.  

 

The unsupervised learning algorithms learns few features 

from the data. When new data is introduced, it uses the 

previously learned features to recognize the class of the 

data. It is mainly used for clustering and feature reduction. 

An example of workflow of unsupervised learning is given 

in Fig. 9 
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Fig. 9. Example of Unsupervised Learning 

 

The two main algorithms for clustering and dimensionality 

reduction techniques are discussed below.  

 

1)K-Means Clustering: Clustering or grouping is a type of 

unsupervised learning technique that when initiates, creates 

groups automatically. The items which possesses similar 

characteristics are put in the same cluster. This algorithm is 

called k-means because it creates k distinct clusters. The 

mean of the values in a particular cluster is the center of that 

cluster . A clustered data is represented in Fig. 10. The 

algorithm for k-means is given in Fig. 11 

 
Fig. 10. K-Means Clustering 

 

 
 

Fig. 11. Pseudo code for k-means clustering 

 

2) Principal Component Analysis:  In Principal Component 

Analysis or PCA, the dimension of the data is reduced to 

make the computations faster and easier. To understand how 

PCA works, let’s take an example of 2D data. When the 

data is being plot in a graph, it will take up two axes. PCA is 

applied on the data, the data then will be 1D. This is 

explained in Fig. 12. The pseudo code for PCA is discussed 

in Fig. 13. 

 
 

Fig. 12. Visualization of data before and after applying PCA 

 
Fig. 13. Pseudo code for PCA 

 

C. Semi - Supervised Learning : Semi – supervised 

learning algorithms is a technique which combines the 

power of both supervised and unsupervised learning. It can 

be fruit-full in those areas of machine learning and data 

mining where the unlabeled data is already present and 

getting the labeled data is a tedious process . There are many 

categories of semi-supervised learning . Some of which are 

discussed below: 

 

 1) Generative Models: Generative models are one of the 

oldest semi-supervised learning method assumes a structure 

like p(x,y) = p(y)p(x|y) where p(x|y) is a mixed distribution 

e.g. Gaussian mixture models. Within the unlabeled data, 

the mixed components can be identifiable. One labeled 

example per component is enough to confirm the mixture 

distribution.  

 

2) Self-Training: In self-training, a classifier is trained with 

a portion of labeled data. The classifier is then fed with 

unlabeled data. The unlabeled points and the predicted 
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labels are added together in the training set. This procedure 

is then repeated further. Since the classifier is learning itself, 

hence the name self-training. 

 

 3) Transductive SVM: Transductive support vector 

machine or TSVM is an extension of SVM. In TSVM, the 

labeled and unlabeled data both are considered. It is used to 

label the unlabeled data in such a way that the margin is 

maximum between the labeled and unlabeled data. Finding 

an exact solution by TSVM is a NP-hard problem.  

 

D. Reinforcement Learning : Reinforcement learning is a 

type of learning which makes decisions based on which 

actions to take such that the outcome is more positive. The 

learner has no knowledge which actions to take until it’s 

been given a situation. The action which is taken by the 

learner may affect situations and their actions in the future. 

Reinforcement learning solely depends on two criteria: trial 

and error search and delayed outcome . The general model 

for reinforcement learning is depicted in Fig. 14. 

 

 

 
 

Fig. 14. The Reinforcement Learning Model 

 

In the figure, the agent receives an input i, current state s, 

state transition r and input function I from the environment. 

Based on these inputs, the agent generates a behavior B and 

takes an action a which generates an outcome.  

 

E. Multitask Learning : 

 

Multitask learning has a simple goal of helping other 

learners to perform better. When multitask learning 

algorithms are applied on a task, it remembers the procedure 

how it solved the problem or how it reaches to the particular 

conclusion. The algorithm then uses these steps to find the 

solution of other similar problem or task. This helping of 

one algorithm to another can also be termed as inductive 

transfer mechanism. If the learners share their experience 

with each other, the learners can learn concurrently rather 

than individually and can be much faster . 

 

 F. Ensemble Learning : 

 

 When various individual learners are combined to form 

only one learner then that particular type of learning is 

called ensemble learning. The individual learner may be 

Naïve Bayes, decision tree, neural network, etc. Ensemble 

learning is a hot topic since 1990s. It has been observed that, 

a collection of learners is almost always better at doing a 

particular job rather than individual learners . Two popular 

Ensemble learning techniques are given below :  

 

1) Boosting: Boosting is a technique in ensemble learning 

which is used to decrease bias and variance. Boosting 

creates a collection of weak learners and convert them to 

one strong learner. A weak learner is a classifier which is 

barely correlated with true classification. On the other hand, 

a strong learner is a type of classifier which is strongly 

correlated with true classification . The pseudo code for 

AdaBoost (which is most popular example of boosting) is 

givens in Fig. 15 

 

 

 

 

 
 

Fig. 15. Pseudo code for AdaBoost 

 

2) Bagging: Bagging or bootstrap aggregating is 

applied where the accuracy and stability of a machine 

learning algorithm needs to be increased. It is applicable in 

classification and regression. Bagging also decreases 

variance and helps in handling overfitting. The pseudo code 

for bagging in given in Fig. 16 
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Fig. 16. Pseudo code for Bagging 

 

G. Neural Network Learning : 

 

The neural network (or artificial neural network or ANN) is 

derived from the biological concept of neurons. A neuron is 

a cell like structure in a brain. To understand neural 

network, one must understand how a neuron works. A 

neuron has mainly four parts (see Fig. 17). They are 

dendrites, nucleus, soma and axon. 

 
Fig. 17. A Neuron 

 

 

The dendrites receive electrical signals. Soma processes the 

electrical signal. The output of the process is carried by the 

axon to the dendrite terminals where the output is sent to 

next neuron. The nucleus is the heart of the neuron. The 

inter-connection of neuron is called neural network where 

electrical impulses travel around the brain. 

 
 

Fig. 18. Structure of an Artificial Neural Network  

 

An artificial neural network behaves the same way. It works 

on three layers. The input layer takes input (much like 

dendrites). The hidden layer processes the input (like soma 

and axon). Finally, the output layer sends the calculated 

output (like dendrite terminals) . There are basically three 

types of artificial neural network: supervised, unsupervised 

and reinforcement .  

1) Supervised Neural Network: In the supervised neural 

network, the output of the input is already known. The 

predicted output of the neural network is compared with the 

actual output. Based on the error, the parameters are 

changed, and then fed into the neural network again. Fig. 19 

will summarize the process. Supervised neural network is 

used in feed forward neural network.  

 
Fig. 19. Supervised Neural Network 

 

2) Unsupervised Neural Network: Here, the neural network 

has no prior clue about the output the input. The main job of 

the network is to categorize the data according to some 

similarities. The neural network checks the correlation 

between various inputs and groups them. The schematic 

diagram is shown in Fig. 20.  

 

 
 

Fig. 20. Unsupervised Neural Network  

 

3) Reinforced Neural Network: In reinforced neural 

network, the network behaves as if a human communicates 

with the environment. From the environment, a feedback 

has been provided to the network acknowledging the fact 

that whether the decision taken by the network is right or 

wrong. If the decision is right, the connections which points 

to that particular output is strengthened. The connections are 

weakened otherwise. The network has no previous 

information about the output. Reinforced neural network is 

represented in Fig. 21 

 

 
Fig. 21. Reinforced Neural Network 
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H. Instance-Based Learning : In instance-based learning, 

the learner learns a particular type of pattern. It tries to apply 

the same pattern to the newly fed data. Hence the name 

instance-based. It is a type of lazy learner which waits for 

the test data to arrive and then act on it together with 

training data. The complexity of the learning algorithm 

increases with the size of the data. Given below is a well-

known example of instance-based learning which is k-

nearest neighbor . 

 

 1)K-Nearest Neighbor: In k-nearest neighbor (or KNN), the 

training data (which is well-labeled) is fed into the learner. 

When the test data is introduced to the learner, it compares 

both the data. k most correlated data is taken from training 

set. The majority of k is taken which serves as the new class 

for the test data . The pseudo code for KNN is given in Fig. 

22 

 

 
 

Fig. 22. Pseudo code for K-Nearest Neighbor 

 

Categorization of ML Algorithms 

 

The understanding of data types also referred as 

measurement scales in ML becomes mandatory for 

exploring the data analysis. Understanding the data type 

helps in dealing the right visualization (ML) method. The 

data types are broadly classified into (1) Categorical and (2) 

Numerical values. The former type represents the 

characteristics and the later represents the countable data. 

Categorical data is sub-divided into (a) Nominal type, to 

label the discrete variables without order, and (b) Ordinal 

type, to label the discrete variables with ordering. Numerical 

data is further sub-divided into (a) Discrete data, i.e., the 

countable data and (b) Continuous Data (represents the 

measurable data) is subdivided into interval and ratio data  

and . Table 1 shows the summary of applications of ML 

algorithms on the corresponding data types. 

 
 

IV. CLASSIFIERS AND PERFORMANCE METRICS 

 

A)Machine Learning Classifiers 

 

Machine Learning Classifiers can be broadly classified into 

eight types. The classifiers have been described in brief 

below.  

 

Bayes Classifier: It originates from previous works in 

pattern recognition and is linked to the family of 

probabilistic Graphical Models. For each class, a 

probabilistic summary is stored. The conditional probability 

of each attribute and the probability of the class are stored in 

this summary. The graphical models are used to display 

knowledge about domains which are uncertain in nature. In 

the graphs , nodes depict random variables and the edges 

which connect corresponding random variable nodes are 

assigned weights which represent probabilistic 

dependencies. On encountering a new instance, the 

algorithm just creates an update of the probabilities stored 

along with the specific class . The sequence of training 

instances and the existence of classification errors do not 

have any role in this process.  

 

 Function classifier: It deploys the concept of regression and 

neural network. Input data is mapped to the output. It 

employs the iterative parameter estimation scheme. 

 

Lazy classifier: This requires the storage of the entire 

training instances and supports inclusion of new data only 

after classification time. The prime advantage of this 

classification scheme is the local approximation of the target 

function . For each query to the system, the objective 

function is approximated locally thereby enabling lazy 

learning systems to solve multiple problems concurrently. 

But, the disadvantage is that it consumes a huge amount of 

storage space to store the entire training instance at once. It 

is time consuming also. Five classifiers are available under 

this category, but only two of those are compatible with our 

data set.  

 

Meta Classifier: These sets of classifiers are essential to find 

the optimal set of attributes which can be used for training 

the base classifier . New adaptive machine learning 

algorithms can be constructed using these classifiers and 

http://www.ijcrd.com/


International Journal of Combined Research & Development (IJCRD)                  

eISSN:2321-225X;pISSN:2321-2241 Volume: 11; Issue: 4; April -2022 
 

www.ijcrd.com                                                                 1170 | P a g e  

 

those new models can be further used for making 

predictions.  

 

Mi Classifier: Mi represents Multi-Instance Classifiers . It 

consists of multiple instances in an example, but observation 

of one class is possible only for all the instances. Thus, it is 

an improvised learning technique.  

 

Misc Classifier: This category consists of different types of 

classifiers.  

 

Rules Classifier: Some kind of association rule is used for 

correct prediction of class among all the attributes. The 

amount of correct prediction is defined by the term coverage 

and is expressed in percentage or accuracy form. The 

association rules are mutually exclusive. More than one 

conclusion can be predicted.  

 

Trees: It is a technique in which a flow-like tree diagram is 

generated where each node depicts a test on the attribute 

value and the outcome of each test is represented by each 

branch. The model generated is both predictive and 

descriptive in nature. 

 

BayesNet: It is a widely used technique which works on the 

basic Bayes theorem and forms a Bayesian network [9] after 

calculating conditional probability on each node. It is a 

graphical model which is probabilistic in nature and portrays 

a group of arbitrary variables along with their conditional 

dependencies through a directed acyclic graph. 

 

 Logistic: This technique employs regression to predict the 

probability of an outcome which can have only two values. 

One or several predictors are used to make the prediction. 

Logistic regression produces a logistic curve that is confined 

o values between 0 and 1. The curve is constructed using the 

natural logarithm of the odds of the target variable and not 

the probability.  

 

IBK: It stands for instance based knowledge representation 

of the training instances and does not conclude or predict a 

rule set or a decision tree. After a set of training instances 

has been stored, the memory is searched for the new training 

instance. So it is time consuming and requires space also.  

 

JRip: This technique executes a proposed rule learner and 

cumulative error pruning method to reduce error. It is based 

on association rules with reduced error pruning techniques, 

thus making it an effective technique.  

 

PART: It uses a divide and conquer approach to construct a 

C4.5 decision tree partially for each iteration specifying the 

optimal rule association. Using an entropic distance measure 

technique, it performs instance based learning.  

 

J48: It is an enhanced version of C 4.5 which revolves on 

the ID3 algorithm with some extra functionalities to resolve 

issues that ID3 was incompetent in . However, this 

technique is time and space consuming. Initially, it builds a 

tree using the divide and conquer algorithm and then applies 

heuristic criteria. The rules according to which the tree is 

generated are precise and intuitive.  

 

Random Forest: This classification algorithm uses ensemble 

methods to obtain better predictive performance. It produces 

output in the form of individual trees and is based upon the 

decision tree algorithm. It is considered to be a highly 

accurate classifier and can handle multiple variables.  

 

Random Tree: It generates a tree by randomly selecting 

branches from a possible set of trees. The trees are 

distributed in a uniform way so chances of getting sampled 

are equiprobable.  

 

REPTree: It is a rapid decision tree learner. A decision tree 

is constructed with the help of information obtained on gain/ 

variance  and uses reduced error pruning techniques to 

reduce the error. The sorting of the values for numeric 

attributes is done exactly once by the algorithm and then it 

deals with the missing ones by splitting the subsequent 

instances into pieces. Some algorithms  construct a model 

from example inputs and use it for decision and prediction 

making. The algorithms which we have used are AdaBoost, 

Stacking and Bagging. They have been discussed in details 

below.  

 

AdaBoost: It actually stands for adaptive boosting 

algorithm. It is an ensemble based method initiating with a 

base classifier which is built on the training data. Then a 

second classifier is established behind it to concentrate on 

the instances in the training data which were obtained 

wrongly from the base classifier. Addition of further 

classifiers continues till a specified limit is reached in 

number of models or accuracy.  

 

Boosting uses the J48 algorithm for the base classifier. 

Boosting helps in enhancement of accuracy of any machine 

learning algorithm.  

 

Bagging: Bagging or bootstrapping aggregating is an 

ensemble method which creates different samples of the 

training dataset and for each sample a classifier is created. 

 

Finally, the results of these various classifiers are combined 

using average or majority voting. Since each sample of the 

training set is different from the other, so each trained 

classifier is given a different focus and outlook to the 

problem. It also uses the J48 as the base classifier. Bagging 

reduces variance and helps in avoidance of over fitting. It 

improves the accuracy and stability of machine learning 

algorithms. 

 

 Stacking: Stacking or blending is another ensemble method 

where preparation of different multiple algorithms takes 

place on the training data. A Meta classifier is prepared 

which learns to take predictions of each classifier and make 

precise predictions on data which cannot be seen. J48 and 

http://www.ijcrd.com/


International Journal of Combined Research & Development (IJCRD)                  

eISSN:2321-225X;pISSN:2321-2241 Volume: 11; Issue: 4; April -2022 
 

www.ijcrd.com                                                                 1171 | P a g e  

 

IBk are the two classifiers which are used and the Meta 

classifier used is Logistic Regression. 

 

 Blending is basically the combination of different types of 

algorithms. So we are using J48, under tree section, and IBk 

(k-nearest neighbor), under lazy section, which are entirely 

different sets of algorithms. They can have a different 

perspective on the problem and can make varying useful 

predictions. Logistic regression is a simple and reliable 

method to learn how the predictions from the above two 

methods can be combined. It produces binary outputs, so it 

is suitable for binary classification problems. We can also 

go for using hybrid model which is a combination of various 

models which increase the accuracy. 

 

B)Performance Metrics 

 

        Several measures for evaluating the performance of 

ML algorithms have been used in the literature. For 

instance, Precision, Recall and F-Factor have been used 

regularly to measure the performance of Information 

Retrieval (IR) algorithms, where Recall (True Positive Rate 

(TPR)) is the proportion of True Positive (TP) cases that are 

correctly Predicted Positive (equation 1). While Precision 

(also called Confidence in Data Mining) denotes the 

proportion of Predicted Positive cases to the Real Positives 

(equ.2). F1-score (also called F1-measure) is intended to 

combine Precision and Recall measures into a single 

measure of search “effectiveness” (equ.3). On the other 

hand, Sensitivity (called Recall (equ.1) in IR) and 

Specificity (equ.4) are commonly used in the Behavioral 

Sciences, and they measure the proportion of real 

Positive/Negatives that are correctly identified (TPR/ True 

Negative Rate (TNR)). Finally, the Receiver Operating 

Characteristics (ROC) graph have been first developed and 

used in signal detection theory and now it is commonly used 

in Medical Sciences for evaluating the tradeoff between hit 

rates (TPR) and false alarm rates (FPR) rates of classifiers 

[43]. Taking a closer look at these measures, we can 

conclude that most of them mainly focus on TP and some on 

TN cases, i.e., they do not focus on FP nor FN cases. 

Therefore, they need to be tuned to fit the needs for 

evaluating the safe performance of ML algorithms.  

 

Recall = Sensitivity = TPR = TP TP + FN (1)  

Precision = Confidence = TP TP + FP (2)  

F1-score = 2 × Precision × Recall /Precision + Recall (3) 

Specificity = TNR = TN TN + FP (4) 

 

          The performance of the classifiers can be compared 

according to certain metrics like accuracy, specificity, 

sensitivity, training time etc. A confusion matrix forms the 

basis from which different parameters can be calculated. 

The number of instances accurately or inaccurately 

predicted by a classification model can be tabulated in the 

form of a confusion matrix. The confusion matrix is 

generally represented by 4 values which are TP, FN, FP and 

TN [7] as shown in Table II. The parameters are discussed 

in brief below.  

True positive (TP): It indicates the instances which are 

predicted as normal correctly. 

 False negative (FN): It indicates wrong prediction i.e. it 

detects instances which are attacks in reality, as normal. 

 False positive (FP): It gives a hint of the number of detected 

attacks which are normal in reality. 

 True negative (TN): It indicates instances which are 

correctly detected as an attack. 

 

 

TABLE II Confusion Matrix 

 
ROC (Receiver operating characteristics): In order to design 

the curve between true positive rate (TPR) and false positive 

rate (FPR), this term is required. The area under the curve is 

termed as AUC, which gives the value of ROC. The greater 

the area the curve occupies, greater will be the value of 

ROC.  

 

Sensitivity: It is also known as true positive rate and gives 

an indication of the actual positives which are correctly 

identified. Thus, it gives the likelihood that the algorithm 

can foretell positive instances correctly . 

Sensitivity=TP / (TP+FN)  

 

Specificity (SPC): It is also known as true negative rate and 

gives a measure of the actual negatives which are identified 

correctly. Thus it gives the likelihood that the algorithm can 

foretell negative instances correctly.  

Specificity=TN / (FP+TN)  

 

Precision: It estimates the probability of a positive 

prediction being correct.  

Precision=TP / (TP+FP)  

 

Accuracy: The number of correct predictions when 

expressed in percentage terms indicates the accuracy.  

 

It can be calculated from the confusion matrix by the 

formula: Accuracy= (TP+TN) / (TP+TN+FP+FN)  

 

Kappa: It is used to check the amount of reliability of the 

classification algorithm on the dataset. It is represented by 2 

values-0 and 1. 0 indicates total disagreement and 1 

indicates full agreement.  

 

Mean absolute error (MAE): This error should be minimum 

for an algorithm to be the best in performance. It is the mean 

of the overall error which a classification algorithm makes.  

 

F1 score: It is defined as the harmonic mean of sensitivity 

and precision. The test performance can be evaluated by 

means of this performance metric.  

 

F=2*TP / (2TP+FP+FN)  
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False positive rate (FPR): It indicates the possibility of an 

algorithm to predict instances as attacks which are actually 

normal.  

 

FPR=FP / (TN+FP) =1-SPC  

 

False discovery rate (FDR): It specifies the possibility of a 

positive prediction made being incorrect.  

 

FDR=FP/ (FP+TP) =1-PPV  

 

Negative predictive rate (NPV): It indicates the possibility 

of an algorithm to correctly detect instances as attack.  

 

NPV=TN / (TN+FN)  

 

Training time: It is the time the classifier consumes to build 

the model on the dataset. It is usually measured in seconds. 

The lesser the value of this parameter, the better will be the 

classifier. 

  

V. APPLICATIONS OF MACHINE LEARNING 

 

The following section deals with the insight on ML  

applications summarized from [46] [47]. 

 

Spam Detection: Received emails are identified whether  

they are spam if yes then they are not shown to the user with  

regular emails in their inboxes. All these spam emails are  

maintained in a separate folder. This is done by learning  

how to recognize a spam mail by identifying the  

characteristics from newly received ones. 

 

Face Detection: Identifying faces from a given number of  

photos and tagging them automatically if next time the same  

face is detected for a new photo. Currently, Facebook is  

popularly known for using this technique where when we  

upload a picture some suggestions of friends are  

automatically detected and shown to the user whose friends  

are in the picture. For example, Google photos separate all  

the pictures according to people in it. 

 

Credit Card Fraud Detection: According to customers  

past transactions, if there are any inappropriate purchases  

made then the customer is warned immediately about the  

condition. 

 

Digit Recognition: Machine’s camera detects postal codes  

that are handwritten and arranges all the letters according to  

the geographical locations they have to reach. The machine  

is trained to learn handwritten numbers and transforms into  

digital signs. 

 

Speech Understanding: Deals with listening to a speech  

by the user, understand user intentions process what  

machine has understood. Machine is expected to follow  

instructions from the users accurately. “Cortana” by  

Windows, “Siri” by Apple and “Okay Google” by Google  

are popular and successfully implemented applications of  

this technique. 

 

Product Recommendation: With all the data of a  

customer’s past purchases or interests online, the machine  

will recommend some products which would attract  

customers to view them and maybe even purchased.  

Flipkart, Amazon and many other e-commerce sites have  

been implanting this technique where we receive only  

recommended products as advertisements. 

 

Medical Diagnosis: For detecting diseases more accurately, 

hospitals these days are using machines that could decide 

whether a person is affected with any diseases for symptoms 

he/her has, with the help of complete data about all diseases 

and symptoms. IBM designed a system with 95% precision 

in predicting the cancerous images in contrast to 75%-84% 

precision by doctors.  

 

Stock Trading: Given the current and past price 

fluctuations of a stock, the machine decides to hold or sell 

the stock for better service of the customer(s).  

 

Customer Segmentation: With the help of past behavior 

patterns, the ML algorithms tries to predict the number of 

users who will choose the paid versions from the trial 

versions. Amazon Prime has implemented this technique.  

 

Chat smarter with Allo: Allo is a messenger application by 

Google which will learn from its users, how they are 

responding to what kind of messages and recommend the 

user with a response that he /she has thought of typing.  

 

Financial Service: Companies can identify the company 

insights of financial sector data and can overcome the 

occurrence of financial fraud. It is used to identify the 

opportunities for investment and trade. We can also prevent 

the financial risks prone institutions by using cyber 

surveillance and take necessary actions to prevent fraud. 

 

 Transportation: By the travel history and pattern of 

travelling in various routes, machine learning helps the 

Transportation Company to predict the problem in routers 

and advice their customers to choose a different route. 

Transportation firmly uses machine language to carry out 

data analysis and data modelling. 

 

 Few other applications of ML are as follows:  

 

Computational Intelligence: For many years 

computational intelligence is being developed actively. 

Constant improvements and improvements are being carried 

out on classical methods like machine learning algorithms. 

These days computational intelligence has been for many 

applications directly or indirectly.  

 

Natural language processing: It is a field that which 

involves both computer understanding and manipulation of 
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human language and its good in gathering new possibilities. 

It is mostly seen in a large pool of legislation or other 

document sets, trying to discover new patterns or to root out 

corruption. It is a better way to analyze, understand and find 

the meaning of human language easily and smartly. By 

using NLP developer can perform tasks such as speech 

recognition, entity recognition, automatic translation, and 

summarization.  

 

Discrete Event Simulation: It is a technique where patients 

are modeled as an independent event associating each with 

some attribute information like age, weight and problematic 

scenarios, etc. Natural Language Processing is a technique 

used for system to read the physician’s notes and convert it 

to digital data. Proprietary Predictive model is used to make 

predictions such as admissions can be predicted by hospitals 

to spread expertise which is in short supply. Disease 

prediction and diagnosis is achieved by helping radiologists 

to make intellectual decisions with radiology data (for 

example, CT, Radiographs and MRI).  

 

Sentiment Classification: It is difficult to classify 

documents based on sentiment rather on topic, like 

separation of comments into positive and the negative 

categories. Hence, the following ML techniques are adopted 

to classify the sentiments and subjected to further analysis.  

 

• Naïve Bayes method is a trendy algorithm for text 

classification process; it is given some texts and its results to 

learn on how to decide about new text. 

 • Maximum Entropy classification it is an alternative 

technique to work on natural language processing although 

it fails to perform sometimes.  

• Support Vendor Machine is highly effective and can 

perform better than the other two techniques but they are 

large margin classifiers rather than probabilistic classifiers. 

It is useful very much because classifying texts according to 

sentiments is not easy for human to carry out, whereas 

machine learning has made it simple.  

 

Mobile Devices: ML techniques when applied on portable 

devices like Sensors, Smartcards, Smartphones, computing 

handheld and automotive systems had proved efficient. As 

mobile terminals are improving a lot these days mobile 

technology has encouraged technological advancements. 

The techniques like Naïve Bayesian, Decision trees and 

C4.5 are supportive for mobile devices. These techniques 

are  categorised as supervised, unsupervised and 

reinforcement these are used to represent learning methods. 

Here, machine learning approach is provided with some 

training examples for given function. Support Vector 

Machines (SVM), K-Nearest Neighbour (KNN), Random 

Forests and Decision trees are some of supervised 

algorithms. There is no supervisor available and learning in 

the Unsupervised ML category. Training samples and 

testing samples uses these techniques. Each ML technique 

has few strengths and weakness. It gives brief about 

techniques for application in mobile devices. It presents 

performance measures for machine learning algorithms. 

 

 Data Mining: There are two styles of data mining 

algorithms summarized from [48], [49] and [50]. They are 

(1) Predictive, and (2) Descriptive  

 

Predicting the value of special attribute using the other 

attribute is called predictive whereas deriving the patterns 

that summarize the relationship among data points is called 

descriptive. 

 

 Supervised Data Mining: It is a pre specified target 

variable. Its goal is to specify the relationship between 

predictors and target. Model is provided with many training 

data where the target is known. It is applied to the data 

where the target is unknown. 

 

Unsupervised Data Mining: It is mostly used to determine 

whether the classes or clusters exist in data and also for 

exploratory analysis. All variables are treated in same way.  

 

Pattern Recognition: Pattern recognition is the other main 

problem in machine learning. Pattern recognizing algorithm 

generally aims to provide a reasonable answer for all 

possible inputs and to perform closest to matching of input. 

It uses two learning methods, namely (1) Supervised leaning 

and (2) Unsupervised learning method. 

 

VI. RESEARCH CHALLENGES (LIMITATIONS) OF MACHINE 

LEARNING AND ALTERNATE SOLUTIONS 

Consider for example an ML-based system for pedestrian 

detection, the ML algorithm is said to safely perform when 

its predictions are correct (TP and TN), i.e., the algorithm 

correctly identifies a pedestrian as a pedestrian (TP), and it 

correctly identifies a non-pedestrian as a non-pedestrian 

(TN). While the ML algorithm may perform unsafely when 

its predictions are wrong (FN and FP), i.e., the algorithm 

incorrectly identifies a pedestrian as a non-pedestrian (FN) 

that may result in catastrophic incident, and it incorrectly 

identifies a non-pedestrian as a pedestrian (FP) that may 

result in non-significant, marginal, critical, or even 

catastrophic incident.  

 

 

To this end, how can we evaluate the safe performance of an 

ML algorithm taking into consideration the safety-critical 

settings that such ML algorithm may perform in? In order to 

answer this question, we need to tackle the following 

Research Challenges (RCs):  

 

RC1: How can we identify when the performance of an ML 

algorithm is guaranteed to be correct? As previously 

mentioned, algorithms make a classification decision relying 

on the score of the observation with respect to the 

classification threshold. Based on the distribution of 

observation predictions that is shown in Figure 23, the 

performance of an ML algorithm is guaranteed to be correct 
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when its predictions are correct (TP and TN). It can be seen 

as the union of areas under the green and red lines excluding 

the area resulting from their intersection, where both FP and 

FN cases co-locate. Although adjusting the decision 

threshold to account for misclassification has been used in 

several works , we cannot rely on such solution since 

adjusting the threshold to decrease FN cases, will increase 

the FP cases and vice versa. Thus, we need new techniques 

to identify when the performance of an ML algorithm is 

guaranteed to be correct.  

 

 
Fig. 23. A distribution of observations’ count against the 

predicted probability 

RC2: How the performance of an ML algorithm can be 

safely interpreted in safety-critical settings, where the 

algorithm may perform?  

After clearly identifying when the performance of an ML 

algorithm guaranteed to be correct, we need to understand 

how the results of the overall performance can be safely 

interpreted by a safety-critical system that relies on 

such results to make safety-critical decisions. 

 

RC3: Which measures can be used to evaluate the safe 

performance of ML algorithms?  

As previously discussed, existing measures need to be tuned 

to fit the needs for evaluating the safe performance of 

ML algorithms.  

 

FN and FP cases can be of great importance in safety-

critical systems. For example, a self-driving vehicle, that is 

supposed to detect pedestrians, cyclists, etc. and prevent 

crashing into them, failed to identify a pedestrian (FN), 

which results in hitting the woman that later died at a 

hospital. While a FP (i.e., false alarm) in such ML-based 

detection system may result in automatically applying the 

breaks of the vehicle to prevent crashing into what the 

algorithm identifies as a pedestrian, a cyclist, etc. Although 

FP is not as critical as 

hitting a pedestrian (FN), it is still a situation should be 

avoided since it might lead to life-threatening accidents. To 

this end, existing measures need to be tuned to fit the needs 

for evaluating the safe performance of ML algorithms. 

 

 RC 4 :How can we say the model is accurate? 

 

Wherever heterogeneous sensors are used, there is problem 

of interoperability in the analysis of the data captured 

through different types of sensors. Sample size is limited in 

many of the contributions.  Noisy data poses a challenge in 

analysis. Noise is present in the data captured through 

sensors used for various purposes. The noise may be 

contributed by several internal and external factors.  There is 

a need for  robust approach of machine learning reported, 

that can be employed in addressing the challenges of the 

environment irrespective of the purpose of the monitoring 

and control, types of data, and types of sensors used. 

 

Therefore, we need to develop new measures specifically 

designed to be used for the evaluation of the safe 

performance of ML algorithms. 

 

 

 

VII. DEEP LEARNING TECHNIQUES AND APPLICATIONS 

 

In this section, we go through the various types of deep 

neural network techniques, which typically consider several 

layers of information-processing stages in hierarchical 

structures to learn. A typical deep neural network contains 

multiple hidden layers including input and output layers. 

We also present our taxonomy on DL techniques based on 

how they are used to solve various problems, in this section. 

DL techniques are broadly divided into three major 

categories:  

(i)deep networks for supervised or discriminative learning; 

(ii)deep networks for unsupervised or generative learning; 

and (ii) deep networks for hybrid learning combing both and 

relevant others as shown in Figure 24.  

In the following, we briefly discuss each 

of these techniques that can be used to solve real-world 

problems in various application areas according to their 

learning capabilities. 

 

Fig  24. A taxonomy of DL techniques, broadly divided into three 

major categories (i) deep networks for supervised or discriminative 

learning, 

(ii) deep networks for unsupervised or generative learning, and  

   (iii) deep networks for hybrid learning and relevant others 
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Deep Networks for Supervised or Discriminative 

Learning 

 
This category of DL techniques is utilized to provide a 

discriminative function in supervised or classification 

applications. Discriminative deep architectures are typically 

designed to give discriminative power for pattern 

classifcation by describing the posterior distributions of 

classes conditioned on visible data . Discriminative 

architectures mainly include Multi-Layer Perceptron (MLP), 

Convolutional Neural Networks (CNN or ConvNet), 

Recurrent Neural Networks (RNN), along with their 

variants. 

 

Deep Networks for Generative or Unsupervised 

Learning 

 
This category of DL techniques is typically used to 

characterize the high-order correlation properties or features 

for pattern analysis or synthesis, as well as the joint 

statistical distributions of the visible data and their 

associated classes.  

 

Deep Networks for Hybrid Learning and Other 

Approaches 
In addition to the above-discussed deep learning categories, 

hybrid deep networks and several other approaches such as 

deep transfer learning (DTL) and deep reinforcement 

learning (DRL) are popular 

 

Deep Learning Applications: 

 
During the past few years, deep learning has been 

successfully applied to numerous problems in many 

application areas. These include natural language 

processing, sentiment analysis, cyber security, business,  

visual recognition, healthcare, robotics, and many more. 

 

While existing methods have established a solid foundation 

for deep learning systems and research, there some potential 

research directions which include Automation in Data 

Annotation, Data Preparation for Ensuring Data Quality, 

Black-box Perception and Proper DL/ML Algorithm 

Selection, Deep Networks for Supervised or Discriminative 

Learning, Deep Networks for Unsupervised or Generative 

Learning, Hybrid/Ensemble Modeling and Uncertainty 

Handling.  

 

 As discussed earlier throughout the paper, the deep learning 

algorithms highly impact data quality, and availability 

for training, and consequently on the resultant model for 

a particular problem domain. Thus, deep learning models 

may become worthless or yield decreased accuracy if 

the data is bad, such as data scarcity, non-representative, 

poor-quality, ambiguous values, noise, data imbalance, 

irrelevant features, data inconsistency, insufficient quantity, 

and so on for training. Consequently, such issues 

in data can lead to poor processing and inaccurate results 

CONCLUSION 

 

An overview of the Machine Learning and Deep Learning 

approaches and techniques applied to various applications 

has been discussed. Apart from the applications, the paper 

also put forth an idea of applying the algorithms and its 

performances to various scenarios. We intend to highlight 

the merits and demerits of the machine learning algorithms 

from their application perspective. The comparison of the 

various algorithms helps in decision-making towards 

selecting the appropriate learning algorithm to meet the 

specific requirement of the application for Smart 

Environment Monitoring Systems. For instance, whenever 

there exists a sample, the supervised machine learning 

algorithm comes in to the picture, whereas on the other 

hand, analyzing the data without existing data, the clustering 

technique from unsupervised machine learning algorithm is 

very useful in providing the solutions. 

 

DL algorithms can be used for improving existing methods 

and to tackle real-world problems in a variety of 

application areas. This can also help the researchers conduct 

a thorough analysis of the application’s hidden and 

unexpected challenges to produce more reliable and realistic 

outcomes. Overall, we can conclude that addressing the 

above-mentioned issues and contributing to proposing 

effective and efficient techniques could lead to “Future 

Generation DL” modeling as well as more intelligent and 

automated applications. 

 

 As a future enhancement, we would like to work on 

intelligent decision support systems integrated with machine 

learning and deep learning techniques for Smart 

Environment Monitoring Systems. 
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