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Abstract: Kannada language is one of the oldest languages of the 

world and has been estimated that it is as old as 2500 years.  This is 

the official language of Karnataka state in India, and there is a sizable 

Kannada speaking population not only in neighboring states of India, 

but also in many countries.  As per the recent estimate, there are more 

than around 40 million people who speak this language.  With this 

background of the language, there is a necessity of further research in 

Kannada speech recognition systems, which will facilitate the 

development of applications for different commercial as well as 

social purposes. In this paper, suggested is a method for Kannada 

speech Recognition system using Hidden Markov model (HMM) and 

Mel Frequency Cepstral Coefficients (MFCC). This paper briefly 

talks about the concepts of Speech recognition systems in general, 

HMM, Hidden Markov Model Toolkit (HTK), Speech data 

collection, and finally it closes with the outcomes of the work and 

conclusion. 
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1. INTRODUCTION  

Speech is one of the fundamental way of communication mode of the 

human and, man-machine interaction is almost become basic 

necessity in this era. Developing any kind of speech recognition 

system which can convert speakers spoken words in to a particular 

form which a computer can understand and do further processing 

based on the application requirements can be a very useful tool. 

India is a developing nation in the field of Information Systems and 

not all the population is familiar with English language, especially in 

rural or under developed regions.  Another reason for this is that 

India has diverse cultural background with number of local or native 

languages. Kannada is one of such native language, with sizable 

people using it for daily communication 

Fundamentally there are two stages in any speech recognition 

systems [1] namely, training stage and testing stage. Developing 

Speech recognition systems particularly for native languages is a 

complex task because of the reasons such as quasi-stationery 

characteristic of the speech signal, variation in speech signal based on 

speaker’s age, gender and other such parameters.  

 

The originality of this paper comes from the fact that system is 

developed for recognizing combination of Kannada words and digits. 

Even though considerable work is done in many Indian languages 

[1], [4], [7], not much work is done in Kannada Language.  

 

Additionally whatever work is done for Kannada language was either 

done only for Kannada digits recognition or speaker dependent 

implementations. The method proposed here is a speaker independent 

recognition system. Based on above facts, Kannada speech 

recognition system calls for further research.   

Research in Automatic Speech Recognition (ASR) systems started as 

early as early 1940's, but the commercial availability of the ASR 

systems only started in 1980's. Focus of research work in speech 

recognition systems shifted to statistical modeling framework from 

pattern recognition systems in the 1980’s. 

Methods of speech recognition have been developed using HMM 

based isolated speech recognition for Kannada digits [2] and was 

shown that the MFCC features combined with first order and second 

order derivatives given good results. But there is a need for system to 

be trained with larger data base for improving recognition accuracy. 

Limitation of this work was that all samples were obtained from a 

single speaker. 

 

Studies done on speech recognition algorithms [3] shown that MFCC 

is the most common and relatively faster method of computation and 

HMM is widely used pattern matching algorithm. Mel-Frequency 

Cepstral Coefficients is about representation of the short-term power 

spectrum of a sound, which is based on the linear cosine transform of 

a log power spectrum on a nonlinear Mel scale of frequency. 

 

Earlier studies were done with the aim of choosing the better 

algorithm based on comparison of various algorithms. According to 

review of different algorithms for feature extraction techniques, it is 

found that MFCC has better success rate for speech recognition than 

Linear Predictive Coding (LPC) and Linear Predictive cepstral 

coefficients (LPCC) techniques. 

 

Current systems for Kannada Speech Recognition systems still lack 

the accuracy and robustness. There is still lot of scope for research in 

Speaker Independent Kannada ASR systems. There is still lack of 

commercially feasible Kannada ASR solutions which can be used for 

business as well as for educational purposes. 

2. SPEECH REOGNITION 

Over a past several decades an enormous experiments and research is 

conducted in speech recognition technology. Figure 1 shows the basic 

ASR system using HTK [22], where input to the system is speech file 
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and the output will be recognized text. Input will be a speech file say 

in wave format which is then preprocessed and feature extraction is 

done before giving it to recognition module. Speech corpus collection 

is a very important step in any speech recognition system design. 

This is because the recognition accuracy of the training module 

largely depends on the size of the sample data collection and also the 

various parameters like speaker’s age, gender, comfort etc. 

 

 
 

                Figure 1: Building ASR using HTK 

 

 

Speech segmentation, speech enhancement, feature extraction and 

acoustic pattern classification are major building blocks to develop an 

ASR engine [5]. 

 

2.1 Speech Segmentation 

The main pre-processing task in ASR system design and 
implementation is the endpoint detection. Normally, the input audio 
speech to the ASR will be a continuous speech signal, wherein there 
is no boundary information. With such an input, the preprocessing 
involves, chopping of long periods of speech in to the shorter ones 
and also elimination of non-speech information. Non-Speech 
information is nothing but the silent regions of the input signal. The 
audio input is labeled with the beginning point and end point of the 
speech. These points are further used to compute the feature vectors. 
This stage of detection of speech start and end points is normally 
called as speech boundary detection. This is very important for 
reduced word error rate and efficient computation of the ASR, which 
improves the performance recognition of the ASR System [5]. 

Lot of research work is done in the endpoint detection area. Multiple 

researchers referred start and endpoint speech detection methods and 

speech segmentation task by using Short Time Energy (STE) [17], 

Frame based Teager's Energy, Zero Crossing Rate (ZCR) [18, 19].  

2.2 Speech Enhancement 

Speech Enhancement which is also a noise cancellation is the 

preprocessing module for developing a robust ASR system. The main 

functionality of the module is the suppressing of the noise signals and 

thus improving the speech quality in real time environmental 

situations. Enormous amount of work is carried out in the field of 

noise suppression and speech enhancement. This field is still a 

research problem, as 100% noise cancellation is still not possible. 

2.3 Acoustic Feature Extraction 

The feature extraction which is nothing but the parametric 

representation of a speech signal is an utmost significant task to get 

better recognition accuracy. Once the start and end points of a speech 

signal are detected, the next step is the extraction of feature vectors. 

Enormous amount of research was done in the feature extraction 

techniques. The acoustic features extraction methods like Mel-

Frequency Cepstral Coefficients [20] or Linear Predictive 

Coefficients [21] are well defined preprocessing techniques in speech 

recognition. 

2.4 Acoustic Pattern Classification 

The extracted acoustic feature vectors are used to train a 

classifier to identify the words spoken by the subject. Hidden Markov 

Models, Artificial Neural Network (ANN), Dynamic Time Warping 

(DTW), and Gaussian Mixture Models (GMM) are widely used 

techniques for speech recognition. 

 

Hidden Markov Model is one of the popular statistical based tools 

used for speech recognition research [3]. HMM provides simple and 

yet effective model for modeling time-varying speech signal. In 

HMM the system under modeling is considered to be a Markov 

process with hidden states. HMM has been widely used in speech 

recognition systems.  
Hidden Markov model Toolkit (HTK) [6] is a portable toolkit for 
building and manipulating hidden Markov models. HTK is more 
suitable for research in speech recognition systems. HTK provides 
facilities for speech analysis, speech synthesis, Character 
Recognition, DNA Sequencing and training. HTK consists of set of 
library modules and tools available in C source form. These tools 
provide sophisticated facilities for Speech analysis, HMM Training, 
Testing and Result Analysis. 

The software supports to build complex HMM’s systems using 
continuous density mixture Gaussians and discrete distributions. 
HTK Software architecture is optimised for speech recognition, is 
very flexible and complete. In addition it has very good 
documentation and has support for various tools such as data 
preparation tools, training tools, recognition tools and analysis tools. 

In HTK to preprocess Wave files we can use HCopy command.  We 
can setup the configuration of HTK modules using configuration files 
in which we can mention the parameters like Source or target format, 
source or target Rate, window size etc.  

Speech recognition system can be categorized as training phase or 

offline processing stage and testing or online processing phase. 

Figure 2 shows a block diagram of Training Phase. When training a 

language model, there is a need to include sentence start and end 

labeling to differentiate between different words. 
 

 

  Figure 2: Training phase 
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Feature extraction is about the technique of preserving the necessary 
information from the speech signal while removing unwanted 
information. The process of feature extraction is normally lossy 
transformation meaning, provided the feature vectors, it is not 
possible to perfectly reconstruct the original signal. MFCC is one of 
the prominent feature extraction technique used in speech recognition 
systems [3].  Human perception of the frequency information does 
not follow linear scale. In MFCC Mel scale is used which is actually 
a linear frequency distribution below 1000Hz and logarithmic 
frequency distribution above 1000Hz [4]. As shown in    figure 2, 
HInit module will have the prototype models as input, which will 
have the information about number of states, mean value etc. 

A typical prototype model file is shown in figure 3. HInit module will 
iteratively computes an initial set of parameter value of whole word 
models and HRest is used to further re-estimate the HMM parameters 
initially computed using set of observation sequences. HVite function 
is a general-purpose Viterbi word recognizer, which will map a 
speech file against a network of HMMs and output a transcription for 
each. HParse is a program that generates word level lattice files from 
a text file syntax description containing a set of rewrite rules. 

Testing phase System will monitor the test inputs and it can detect 

voice activity by removing noise and silence. Again feature 

extraction has to be done for the testing speech samples and then it 

needs to be matched against the already created models to recognize 

a word. 

 

  
 

  Figure 3: Prototype Model file 

3. KANNADA ASR 

The voice samples for training phase used was 31 utterances from 35 

for different speakers to check speaker independent performance. Out 

of 35 training samples 19 were the male speech samples and 16 were 

samples from female persons.    

All the samples are collected in .wav format. Sample from each user 

was labeled to distinguish between different utterances as shown in 

figure 4 

 

 For testing phase separate utterances of 31 words from 6 

different   speakers were used. These 6 speakers’ data collected was 

not used in training phase and it was used only for testing purposes. 

The samples were collected in an environment with controlled noise 

condition. 

 

 
      

Figure 4: Master Label file 

When the test samples were tested against the trained model, 

accuracy obtained was 100 percent for 17 out of 31 utterances. For 

the remaining 14 utterances accuracy obtained was up to 83 percent. 

The results are summarized in Table 1. 

 

Table 1: Results of Kannada ASR 

 
   

 

4. CONCLUSION AND FUTURE WORK 

In this study, we have implemented Kannada Speech recognition 

system using HTK for Kannada words.  HTK was found to be very 

simple and effective tool for research. System was able to identify the 

speech from different speakers. Accuracy was between 83 to 100 

percent for the trained words. The system needs to be trained with 

larger training samples to increase accuracy further. Also the accuracy 

of the system for larger databases needs to be researched. 
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