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Abstract— With the increasing pace of adoption of cloud for
storage services, there is also an increasing vuhability of the

data being stored in the cloud. The cloud serversra not only
used for storing the data but it is also used for alaborative

sharing of the data by numerous customers, which é&ls to higher
prone of data insecurity over the cloud servers. Inthe past
decade, majority of the research attempts were fouhto adopt
conventional cryptography technique with less focuson its
sustainability as robustness. Hence, we present avel technique
called as $IDC (Secure Splitting and Storage of Information h

Data Center), which performs a unique splitting ofdata, carries
out encryption using AES 128, and stores the encrygd chunks
of data randomly over various rack servers on numesus cloud
zones. The outcome of &DC is found to outperform existing
security standards to show the effectiveness of grosed system.
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offers storage with additional services of datauggcin much
cost effective prices as compared to conventionaiage
system based on physical servers [4]. Cloud Securit
Authentication System involves a large amount @rsisvho
can get connected with a distributed or multi-cloud
environment where they can upload files and stdremt
without apprehension of large amount of space rement.
Cloud Computing technology is designed as a senigsted,
internet based, secure and suitable data storaggutimg
technology which provide the ease of on-demand owtw
access to shared pool of computing resources ,clined
computing technology connects software , hardware
infrastructure and data storage capacity to provide
configurable system with various services over ititernet.
Cloud service providers deliver the distributed reHa
applications which can be accessible from any beosys
Desktops or mobile Apps.

One problem that has disallowed their emergencthés
security issues associated with the data. In daenaintain a

With the increasing use of the various enterpriseS€cure services mechanism cloud authenticatiorersgstan

application and mobile computing, cloud computireg fbbeen
evolved up as a boon to the user who desperatadi¢tsse
solution to the storage system. Cloud computingranfof
highly distributed computing system that allowshgg extent
of pervasiveness to its user [1][2]. Various sigift services
offered by Cloud Computing are SaaS (Software-as-
Service), PaaS (Platform-as-a-Service), and
(Infrastructure-as-a-Service) [3]. The Cloud cotimy
technologies are grouped into 4 sections whicluohes
Software as a Service (SaaS):is an on demand
application service for cloud computing.

Platform as a Service (PaaS):is an on-demand
platform service to the host customer Application.
Data Storage as a Service (DSaaS)s an on-
demand storage service.

Infrastructure as a Service (laaS):is an on demand
infrastructure delivery services. From storage yieint, the
cloud computing offers highly reliable storage s=s from its
data centers, which comprises of various forms ighli
configuration cluster with extensive storage vigpilThere are
various advantages of adopting Cloud as storagdcesras it

b

develop some techniques which will be useful far gecure
management of stored data. Cloud Authenticationesys
extemporize different password techniques but thpimssues
related to the textual password authenticatiohisvery much
vulnerable to the brute force attack and it is vemgy to break
the password and an intruder can easily retriegedtia. It is
een observed that the multi-dimensional password
uthentication techniques also have some drawblwokshe
multidimensional password authentication systemsguuring
data reduces the probability of brute force attadksording to
the proposed Encryption and Decryption techniquases can
upload and maintain his data on the cloud appticatiith the
following features e.g.Ease of use, Security, Anonymity,
Performance, Robustness. There is a growing need for an
effective, efficient Cloud Security Authenticatiofechnique
for Secure, reliable, data storage services. Cusecure data
storing approaches in cloud computing technologyatoscale
to such a domain. Most existing Authentication tesbgies
proposed or prototyped to date suffer from problemith
security, lack of obscurity and performance. Thiapgr
introduces a technique to solve the security isses data
storage in cloud. Section 2 discusses about ther gtudies
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followed by problem identification in Section 3. clien 4
discusses about the proposed system followed bgtridltive
discussion of research methodology in Section StiGe 6

LT (Luby Transform) codes. Murthy [13] have presehta
secure authentication process using cryptographingus
homographic encryption approach with multiple key

discusses about the implementation followed by Itesudistribution centers. The authors have worked ory ke

discussion in Section 7. Finally Section 8 sumnegrizhe
paper.

1. RELATED WORK

Study on security of the data storage has witneasaterous
research publications most recently. In order tengjthen
cloud storage security, it is important that SLA(\8ce Level
Agreement) should be adhered. Notable work donedpa et
al. [5] has emphasized on the SLA by introducing

generation system using Paillier cryptosystem that
authenticates the user accessing cloud storagetethaique
was also compared with existing 3DES algorithm &4 as
symmetric key-based techniques. However, the stadyot
found with elaborated result discussion for whiehson it is
quite difficult to ascertain the claims of the aurth

Xiong et al. [14] have presented a framework calkesl
CloudSeal for ensuring the secure sharing as well as
distribution of the confidential data using cloutbrage.

framework called a€loudProof. The framework allows the However, CloudSeal is only focused on confidertyadif the

customer to identify the various forms of violatiotowards
data integrity on Amazon S3 cloud services. Thaanst have
studied the framework using performance paramétstooage
overhead and processing time. Similar form of frenork to
identify the violations was also proposed by Tabhgle [6].
The authors have introduced a framework called ABH-
using conventional cryptography techniques. Thenéaork
is found capable of detection of file deletion doud storage
and is tested on Amazon S3 cloud. The authors badied
the effectiveness of FADE using rate of data trdasion and
processing time required for key management.

Ren et al. [7] have proposed a technique of sedat
accessibility on mobile application in cloud comnipgt The
study has introduced an encryption policy to mamténe
integrity of the data during uploading and downlogdhe file
from the cloud servers. However, the study provitkess
evidence of its outcome. Study towards securityr cdata
sharing was presented by Dong et al. [8], whereatiitors
discussed their security algorithm using re-endoypscheme.
The outcome of the study is found to support idgsitased
encryption scheme as well as public key encrypsicimeeme at
same time. The technique performs transformationthef
encrypted data of the customer into encrypted ftaxtending
data security. Bessani et al. [9] have introducdthmework
called as DEPSKY for enhancing the data confidétyja
availability, and integrity. The authors have pemnied the
experiment using PlanetLab application on comméectiad.
Another technique to perform secure data storage ¢seate a
data deduplication policy. Study carried out bynstaet al.

data and is implemented over Amazon Web Servicesedis
as CloudFront. CloudSeal perform two steps of gutaog
where the initial level of encryption is done usisgmmetric
scheme and secondary level of encryption is doriagus
proxy-based ciphering scheme.

Gasti et al. [15] have focused on privacy issuedaté storage
and introduced a concept aleniable cloud storage. The
implementation of the concept has been done forirgha
system too where security is rendered using availédols
like TrueCrypt. Kamara et al. [16] have presented a
framework called as CS2 emphasizing on data irtiegri
confidentiality, and verifiability. Kaaniche et a]17] have
used identity based cryptography for cloud storgge
furnishing data secrecy as well as seamless datassic
Vimercati et al. [18] have presented a techniques¢oure
resource and authorization management system foudcl
storage. Study on data leakage problems have teeied
out by the Xu et al. [19]. The author used the apph of data
deduplication technique to provide confidentiatifydata. The
authors have designed the programs in C using SHAR&
AES algorithm on Linux machine. The outcome of ¢lgstem

is mainly evaluated using processing time. Sinstaategy of
deduplication scheme was also seen in the worlupioRet al.
[20]. The authors have presented a framework byenam
ClouDedup that provides secure storage facilities on block
based of data. The framework also provides a tygdiey
management scheme. The outcome of the study whsaéts@
using storage space overhead, where the securétghieved
using SHA256 hash.

[10] have proposed such scheme where the authors haStandard work towards sharing the sensitive datr oloud
designed an encryption technique for ensuring séman Was seen in the literature of Thilakanathan et[2l]. The

security for the data. The simulation study wadqrered on
C++ application considering AES algorithm of 25@sband
SHA algorithm of 256 bits. Kim et al. [11] have peamted a
framework called as Unity which is completely foedson
solving the data availability issue over cloud. Experiments

authors have discussed some of the significanbfacthat
should be considered at the time of sharing tha.ddargret
[22] have presented a technique that enables $gairdata
sharing process for multiple owners using attribbtesed
ciphering process over private cloud. Damgard €8] have

were carried out on Xen hypervisor and comparedr the Presented lightweight protocols for higher rangdsdata

performance with that of Dropbox. Cao et al. [12vé
presented a technique for verification of publitegrity using
third party emphasizing on the reliability factdrdata using

security using key management over cloud environmen
Tysowski and Hasan [24] have presented a re-erorypt
technique to be governed by the service provideclofid.
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However, the system depends closely on the manageos technical members of the service providers of girim

will be responsible for generation of the keys. data centers only. Hence, there is no guarantee of
Hence, it can be seen that there are maximum nuofbiire ownership, privacy, confidentiality, integrity ofi¢ data.
literatures in last 5 years that has focused oa sturity over This problem could be avoided if a system is dewetdb

the storage systems on the cloud. However, allattempts that doesn't give any accessibility of secret keyany
were done considering conventional cryptographygaals or illegitimate user.

deduplication methods where there is a strong dég@y on  Hence, all the above mentioned points are the groblthat
key management. The pitfall in the existing sysiewery few  have been identified in the proposed study. Thesefthe
works have emphasized on performing non-converitiongroblem statement can be given aslti$ a computationally
encryption policy. Moreover, once the data is ugkzhit is  challenging task to design a cost effective framework of secure
found to store on single datacenters over multiglesters, storage on multiple cloud without much proneness of
showing ineffectiveness of data indexing mechanidrat  accessibility of keys by any illegitimate member.” The proposed

leads to critical vulnerability of data ownership. system mainly attempts to investigate the solutiwards this
problem statement and has evolved up with a tecenthat
lll.  PROBLEM IDENTIFICATION can ensure adherence to the maximum security stésdathe

Security has always been the great concern in cloydata storage much complexities being involved.in it

computing. The existing service providers for cl@borage are
not found to provide the optimal security and dptavacy IV. PROPOSEDSYSTEM

which is originally promised to the customers. Soafethe The prime purpose of the proposed system is togdesi

fattcts that havle tzjeen |§I_ent|f|ed dm t?ellsecgrltyaessln data secure storage and accessible framework in clongpating
Storage over cloud are discussed as Tolove that can offer greater deal of privacy, confidditjaand

. Data Leakage This issue arises where the secondary copjitegrity. We have coined the name of the framevaskS-
of the 0rigina| data exists over the server pojii'm]er DC that stands for Secure Spllttlng and Storagkmim?matlon
ranges of vulnerability to the ownership of datae®f the In Data Center.

issues of data leakage was found most recently by The proposed system highlights a secure cloud gaora
Dropbox [25]. It was found that R confldehﬁgas management for safeguarding the data which areadptb by
that have been deleted by the user in Dropboxestit. — he ysers in the cloud application. Cloud secuaithitecture
Another significant discovery is that various caefitial  yefines a multi cloud security structure where athenticated
metadata about the history of the user is alsoilples®  qer only can upload the data in a distributedcystem and
find. Hence, this problem could be solved usingyeep it safe for his future requirement. As noway’sl huge
encryption; however, encryption is not the onlysioh in 56t of data requires lots of space and thaestqd amount
public clpud. Th|s problem could be solved if thatad ¢ space cannot be provided by any of a single dPets
storage, indexing, and key management are don@®yop  computer which has a very less amount of space. thed

«  Vulnerability of Public Storage: In the existing system Computing resources also have very limited amouht o
e.g. Google Drive, Microsoft, Dropbox, it is fedsido ~ Processing power which  would be responsible fork dis
store any forms of data. Such data are storesiknawn ~ Overhead. The uniqueness of this proposed cloudrisec
proprietary storage known only to the service plews. In ~ architecture is it uses a very distinctive enciyptiand
majority of the cases, the storage facility is sdawhich ~ decryption mechanism with key distribution techmiqto
renders more vulnerability of customer's datas tsiasible ~ Sécure a large amount of data with anonymity. ~&seg
for the illegitimate member in the shared storagadcess System share a large amount of services to profeet
the credentials of an account. Therefore, usagstrohg ~ information from any types of vulnerable attacks. there are
encryption protocols like AES doesn't really helpton ~ Various proposed authentication and security aatamtiwith
securing the data. Moreover, as the cumulative data data_mamtenance technigues have been implemetitedte
stored in one particular data center (single clpud bPut it has been observed, there are very less piiteim
situation turns worst. This problem could be sohmd techniques to secure the cloud storage management.

storing the data on multiple data centers and aiopf a The main aim of the research work to design a cloud
non-conventional file indexing system could reigfp. security architecture which can be developed tontai the

. Defective Encryption Policy: Another significant issue data security of various cloud applications anduthenticate
observed is the usage of the defective encryptmityp (e users from performing any types of illegal agti the
over cloud storage. It should be known that cCloiage  ©Pi€ctives of the proposed system are e.yexfication: The
is not merely for storage solely as various custsniige ~ SYStém should allow online users to get authemtitaind
to use it for secure sharing and data collaboratmm  Verified by the cloud application interface, Epcure Data
Surprisingly, it has been noticed that when thereai Upload: The system should generate some splitted keys to

attempt to share the confidential data among thiiptes ~ Secure the data which have been uploaded by thairgen
users on single cloud, it is more prone for inbasby the ~ USers- iii)Distributed Key Mechanism: the system will provide
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a distributed key mechanism to secure the uploadéal The
system will provide distributed ciphers for encigpt and
decryption of the uploaded and downloaded dataersely.
The prime contributions of the proposed framework as
follows:

 To design a commoapplication interface that interfaces
global users with existing data centers.

* To develop aSynchronous Server that can assist in data
management system and simultaneously acts as gebrid

between the user and the cloud systems.

» To allow the system to perforsplitting of the user’s data

and store it in multiple and anonymous rack seoxer
distributed cloud environment.

* To develop alightweight cryptographic algorithm using
AES that can perform encryption of the splittedadat
user and reposit it randomly over the distributedids.

« To evaluate its effectiveness with existing segurit

protocols.

V. RESEARCHMETHODOLOGY

The architecture of the proposed system is showFigrt.
The design principle of the architecture are magdyerned by
two significant actors viz. i) customers and ii)t@anomous
administrator. The customers are the initial actdr the
proposed system that seeks to use the systemdiongsthe
information. The information to be stored on claadild be of
any forms. The autonomous administrators are ressiplenfor
the data management. In order to explicitly undecstthe
working principle of the proposed system, let usklglosely to
the components used in the design process:

* Application Interface: A common application interface is
created using Java that allows all the essentitdr&c
(mainly customers) to upload as well as accessr thei

information. Fig.2 shows the schema of application
interface that connects the online customers \lighcloud
storage.

Customers

<+ Application
—
Interface

Cloud Storage

Figure 2 Schematics of Application Interface

The application interface initially allows the uséw
undergo a secure authentication policy by validatine
user ID and the confidential passwords of the custs.
Once the validation of the user profiles are domant
customers will be allowed to upload as well as ssdbeir
personal information that they choose to reposittiua
cloud storage. Every time the user will requireheit
uploading or accessing their stored data, it has a
dependency on the next component called as Synahson
Servers.

Synchronous Servers. One of the interesting parts of the
proposed design principle is that the original dgdtvaded

by the users will not be directly reposited on theud
storage. The proposed system introduces a middéewar
system called as Synchronous Servers that creates/m

file systems and stores sequences of the customats
(refer Fig.3). The synchronous server is respoedihi the
autonomous data management system for multiple
customers on a given cloud. The Synchronous Sesver
required to maintain proper indexing of the custdse
file. Once the file is processed through Synchrenou
Server, the system will further perform two simo&aus
operations e.g. i) performing encryption on thet@ouer’s
data and ii) communication with the data centessdiect
communication through the data centers are somgtitoe
feasible in many geographical regions, hence, ystes
choose to take the assistance of availability zones

Maintain File Systems
Customers

£ = B&}J b_l

| — Y/

Application
Interface

Synchronous
Server

]
[

Cloud

g Storage

Figure 3 Schematics of Synchronous Servers

The outcome of the Synchronous Server componemht wil
be the indexed file with a specific file formatshvan array

to store the ordering of the information uploaded o
requested by the online customers. After the data i
processed by this component, it is subjected toyption
using lightweight cryptography.

Lightweight Cryptography: The termlightweight will refer

to adoption of such a cryptographic technique, tvigcnot
only faster in performing both encryption/decryptidut
also occupies less memory. However, we will no¢atly
subject the processed data of Synchronous Server fo
encryption. The processed data from SynchronougeBer
is converted to binary values, which will lead tngration

of a 128-bit secret key. The next step is to penfor
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encryption of the binary data with AES algorithm.eW of the availability of the rack servers. This pregeof

choose to implement AES as i) it supports faster splitting the data will mean that if there are Higbytes of
computation and ii) it is less vulnerable to majoof the the processed data, the data will be splitted ataBptes,

lethal attacks on internet with 64 bits. After gamg out 2 petabytes, 1 petabyte, 3 petabytes, and 1 petaliyt
the encryption using AES algorithm, the system $etd there is availability of 5 rack servers for timertge

%Hﬁhi?zrg&tgge\ée{slggt;];;Iri]t?inznparglcgga’ whichi o8 One of the uniqueness in the proposed system is ttiea

' generated secret key that is encrypted with AESrikgn is
Data Splitting: This component is responsible for splitting stored randomly on the designated rack serversatigafound
the data to the different data centers based on tHe be available on that time instance. The systdso
availability of the rack servers. The core systemproviders better service by storing the secret keythe
connecting to the application interface also maistaa  network, which is completely unknown to the usemadl as
matrix for the data centers with the availabilifytiee rack  administrator. Hence, the proposed system perfeiorsige of
servers on the cloud. The system then splits thegsised the customer data in highly distributed and secumadner.
data of all the gross active customers based onuheer

_

Customers

‘ Maintain File Systems

i Convert data to
. Binary

L] I
0<Gener tes a secret key 0100
* 0110 v t
) 0001 O
A 01101
Datacenter| Cloud
. Storage

y Y Y y

yoy e X

Framework to Store and Access the
data

&
{ ! S Application | Synchronous I
> Interface Server www

Y

Generate f
Encrypted |—» \Jl

8 &
data ‘ﬁ % ‘E‘K

Figure 4 System Architecture of Proposed Project
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VI.  IMPLEMENTATION
The implementation of the proposed system is ahroigt

on 34 machines with multiple configurations. Aletmachines
are of different operating system, processor spaedl memory 13
the

with pre-installed JDK environment for running
application. We choose to develop it in Java emvrirent as it
will be feasible to check the real-time evaluatioh the

proposed system and more over multiple machines oF°:

heterogeneous configurations can be checked at tsaeel he

prototype development of the-8C has been carried out in

highly distributed manner in MyEclipse. Out of 34chines, 5

machines were considered for autonomous admirostrat 1g

access, ten machines for running the cloud-seraad
remaining 19 machines were for distributed cloudtamers.
All the customers underwent a profiling stage tbamsiders
their personal and contact details for enrolimerdcess. A
database has been set up in SQL which maintains
credentials of the customers and once the custattempts to
access their account, the system uses MD5 algotithsecure
the password. However, we assume that the initedentials
are never safe and it is meant for only initialesscto their
priviledge application. The rack servers were hipttally
designed over the considered machines on its &laitorage.
A specific threading mechanism in Java as well lgsrihm
calls ensures the suitable operation of the fileeking
mechanism of the proposed system. The proposednsysies
an encryption technique, which becomes mandatorytte
customer to undergo it whenever they are attemptingpload
their data over the cloud storage. An algorithrdesigned for
this purpose that considers the inputs as the stqufethe
customer to store their data over the multiple dlstorage
system and then after processing ensuring stonmgmcrypted
chunks of data randomly on the available cloud evithbeing
any preemptive knowledge about the location offilleeor the
secret key.

Algorithm for Secure Splitting and Storage of Information
in Data Center

Input: Request of Customer for Storage
Output: Successful storage of Encrypted data.
START
1. Initiatedb connection from user to application interface.
2. Use MD5 to secure the password
. Validate the user ID and password of customer.
. Convert the data to binary

. Generate a Secret key

Apply Rijndael key Schedule & derive RoundKey
. BitXOR(state of byte, Block(RoundKey))

3
4
5
6. Encrypt the data with Secret key.
7
8
9. Apply Non-linear substitution step

10.
11.
12.

SubByte: oldByt®newByte(LookUpTable)
ShiftRow: Transpose(state of Row)
MixColumn: Mix(state of column)

. Add all the RoundKey

14. Check the size of data

Evaluate remainder=size % cloud no
16.

7. (Size of data-remainder/cloud no.

Estimate the size of split data (S)

. Last data size=S + remainder
19. Insert key values to random cloud
END

thighe above algorithm takes the input of request@istomer to
store a specific set of data and checks the conitgadf the
application interface with the storage servers aheund. After
validating the user ID and initial password, theteyn converts
the customer data to binary. This task is also mpemied by
generation of secret key. The system applies Ag8rigthm of
128 bit to further encrypt the secret key. Themfothe
algorithm posses the capability to furnish AES b28-
encryption for both static as well as dynamic datt gives a
wide supportability for the users to maintain thwivate data,
secret keys, and most important, it offers ultimddéa security
even if any chunk of the encrypted data is beingmomised.
According to the algorithm, it stores the chunkseatrypted
data randomly on the available rack servers, withany
physical storage of key and location informatioence, &
IDC offers higher scalability as it is completehdependent of
any file types. The algorithm can cipher any forofiglata of
customers with less complexity of the managemenkeyk.
The technical adoption of the algorithm is quitghar as it can
be simply integrated on the exiting data storagtesy without
much re-engineering activities. Moreover the spamaplexity
is less owing to iterative use of same key siz&28 bit.
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d
4

Application Interface
Validates Requested Data +
Sequence
+

Key Location
+ Data Location

v

Request for File

Access to
Application
File
l Downloading +
AES

Decryption +
Multi-Cloud File Access

Application Interface

-

Merge the Data
in proper
Sequence

V

Retrival of Splitted data
from cloud servers

A3y uond£1d3( sapiaoag

Data 1 Data N
+ +
Splitted Splitted
Key Key

Figure 5 Steps for Decryption and Accessing Eneqyfiile

The decryption stage of the algorithm is pictoyialhown
in Fig.5, which is just reverse of the encryptiolgoaithm.

cloud and also furnishes a faster accessibilitglath without
any significant impact on the networking performauo€ cloud.

The implementation of the discussed algorithm shthas
there is a typical pattern of processing the dataeothe
information is indexed by the Synchronous Servig.5Fshows
that the proposed algorithm for encrypted dataagris
governed by customers as well as autonomous adratois
Finally, the storage of the splitted data is caroet and stored
randomly over multiple rack servers in highly distited
fashion. The advantage of this process is lacknofakedge of

storage location by any of the users as well as any
administrators in the cloud environment, which ooné
highest forms of data privacy.
Autonomous
Administrator
Customer —»{ Data Storage —» Multiple
racks

Figure 5 Schema of Gross Process

Fig.5 also showcase that data storage of the pedpos
system is configured and managed by autonomous
administrator, while customer shares their data dtmrage
purpose, which is further stored in different ldoas of data
centers on multiple clouds inspite of single clandexisting
system.

> Standards Request for
Authentication storage
\i
Application _ | Response
Customer Interface for Storage

Figure 6 Accessing Application Interface

Fig.6 shows that the customer will be required ¢ofgrm
standard authentication process to validate thelmeomising
the common application interface. The authenticgpimcess is
carried out by customers by furnishing their initeedentials
in the forms of user ID along with the secret passito be fed
in the application interface. It should be notedt tive are also
using an application interface common for accessiys for

Hence, it can be said thal-EDC resists even the autonomous @utonomous administrator too. Once the authenticats

administrator, webmasters, root or any illegitimatalicious
access to the confidential encrypted data. Evémeitencrypted
data is compromised, it is impossible to obtain ¢chenplete
data as the rest of the data is maintain on difter@ck servers
whose location is unknown. Even if the encryptedadis
clustered maliciously by intruder, they will neveave an
access to the key at same time. The algorithm &rhne
impossible to break or perform cryptanalysis. Her&dDC
offers a cost-efficient, lightweight cryptographéchnique that
can perform encryption for the data to be storedrudtiple

successfully achieved, the customer will be peedito share
their data of any types in the cloud by using regfer storage
and response for storage process. The systemsaHdivihe
cumulative data to pass through the SynchronougeBdéhat
maintains the sequences of data of the customées system
ensures that all the data that are shared by thes usaches
cloud storage location on various racks. Howevercihoose to
initially find the availability of the rack servemsn multiple
clouds and choose to randomize the location ofréoés in
order to maintain non-anonymity of the data asraegiral part
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of security system. This part of the process isobdythe
control of either customer as well
administrators of the cloud service providers. ¢té¢gnthe
system can be said to provide an ultimate dataapyiv
confidentiality, and integrity too.

Request
for
Storage
M [ Data-1
—>| Data-2 >
Perform
Split Data | | [Data—S »—» data
- indexing
- A
—>| Data-n s
A J A J
/ Generate / (Random
Apply AES Key storage O
Storage in

N

O.i

Figure 7 Schema of Encrypted Data Storage

Multiple-Racks

Fig.7 shows that once the data arrives on the rsystehe
form of request message from the client to stoeedita, the
system performs splitting the data depending upemumber
of available rack servers on multiple data centebse
interesting point is the system searches for tralability of
the rack server in highly encrypted pattern, whigpon
completion gives the number of available rack ssnaad not
the location information of the rack servers. Tipiocess
ensures that once the data is stored in any ofattle servers,
only the system knows how to find it. Hence, théttapg of
the data is carried out based on number of freedylable rack
servers. In case the number of splitted data dbesatch
evenly with number of available rack servers, tkteaequantity
of the data is always stored randomly on any ofabvailable
rack servers. All the data that are splitted i alsdexed
followed by the conversion of the data to the hinaalues for
generation a secret key. This secret key is agaijested to
128 bit AES algorithm to further generate encrypdath. The
secret key is stored randomly on any of the prasesm
multiple clouds, and hence, it is highly impossilite any
attacker to re-collect and arrange the keys sealignfor
performing decryption. Interestingly, the systenlyaiores the
key value but not the location information on rime, which
ensures that no intruder could possibly hijack session. It is

also not possible for any technical members of iserv

as autonomougproviders to know the location of secret key. Thae the

proposed system originally stores the chunks ofryged

splitted data on multiple process of cloud (rack#)ere it is
near to impossible for any hackers to access thmplate set of
data without any possible information of secret.KByis is the
pattern by which the proposed system ensures aortfality,

privacy, integrity, as well as non-anonymity of ttega.

VIl.  RESULTDISCUSSION

The outcome of the proposed system+I(3C) has been
evaluated for its effectiveness with respect tadmaission rate,
encryption time, decryption time, and delay. Ak tbutcomes
were observed for test-data size of 1-10 GB. Fottebe
effectiveness of the study, the outcomes wereadserved for
conventional encryption algorithms (SHA1/2 and AES)

14 -

——S3-IDC -#-SHA1/2 AES

12 -

10 -

Transmission Rate (s)

Data Size (GB)

Figure 8 Analysis of Transmission Rate

The transmission rate were observed for test-dagaos 1-
10GB using network protocol analyzer called as \Bfivark
[26]. The outcome shows that the proposed systecapable
of sustaining the increasing load of the data retj@é the
customers. The curve for SHA1/2 is found with lowesaks as
it performs iterative encryption on every data esjuwhereas
AES curve is found with minimal peaks as compared t
SHAL1/2 owing to less complicated structure with imial key
size. The proposed system adopts the procesditiihgpthe
data where the number of generated secret keydighty
dependent on the splitted data. Hence, the raten$mission
for proposed system can process higher dataseshdrtest
ranges of time.
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Figure 9 Analysis of Encryption Time

Fig.9 highlights the analysis of encryption timehwiespect
to the increasing data size. It is quite obviouat thfter
performing encryption, the size of the encryptedaddo
increase in size to some extent which also aff@etencryption
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Figure 11 Analysis of Delay

Fig.11 shows the transmission delay in case ofelarg
number of data splits on multiple data centerscadtld be
expected that more the splitting process of custendata
takes place on multiple clouds; more delay couldekgected
in the peak hours of operation over cloud enviromme

time. The outcome shows that the encryption time fOHowever, the outcome shows that SHA1/2 as well &S A

conventional scheme e.g. SHA1/2 and AES is quitghédi
compared to proposed-80C scheme.
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Figure 10 Analysis of Decryption Time

Fig.10 highlights the decryption time of the propds
system along with the conventional system. Decoyptime is
required to be analyzed for measuring the effentgs of
downloading the encrypted file from the cloud stgralt is
also required to understand the success rate gssibdity of
the uploaded file from the rack servers. A closaklinto the
curve will shows that decryption time is approxigtatreduced
compared to the encryption time for almost all fohemes.

algorithm is found with increasing trend of delaye, which
is due to increasing steps of encryption and deicnyluring
the request or response of the customers. Howeber,
proposed %IDC scheme performs lightweight cryptography
for which reason the decryption time is found togoée lower
as compared to encryption time. Moreover, the ddopof
Synchronize Servers and autonomous administrassists. in
proper indexing mechanism of the massive chunkslath
along with evaluation of the availability of theckaservers.
Therefore, although the proposed system exhibiteasing
delay with increasing data size, but still it oufpems the
conventional security protocols e.g. SHA1/2 and ABSich
are currently being used by datacenters for stosagerity.

VIIl. CONCLUSION

The paper mainly concentrates on the data sedsstes
when the customer pays for their storage servicesloud.
Although cloud computing offers much cost effectsaution
towards the data management, but still there ate b
questions pertaining to security loopholes that @restantly
being under attention of research community sirecst gdecade.
After reviewing the research papers that are cjoas$ociated
with data security on storage applications on cloud find
that majority of the studies have following pitkab.g. i) usage

However, proposed®3DC scheme is witnessed with reduced of complex and sophisticated cryptographic techeiguhere
decryption time, which is also in aggrement withe th the outcomes doesn’t show much conformance to tireal-

transmission rate that is increasing order.

requirements, ii) usage of technique (e.g. dedatitin) that
has less focus on an effective key managementgtest iii)
less emphasis on key management techniques anchuwit
extended analysis has being performed to chechkirability
of considered technique. This paper has discusbedtaa
technique that perform a typical encryption ondaéa that are
uploaded by the priviledge customers. Majority lué £xisting
studies were focused on storing the data in ona damters,
whereas we choose to design a technique that dpiés
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requested data of one customer, generates musiioiest key,
encrypt those keys, and stores the keys randoméwailable
racks. Our scheme doesn't entitle any actor to have
possession of the secret key or have any privileédgaccess
the location information of the data or the se&est. This will
mean that a data of single user is converted tdipreichunks
of encrypted data and stored on multiple data ceatelomly.
Hence, it is near to impossible for any attackerhtve a
possession of the data at any cost. If the attablese a
possession of any chunk of encrypted data, it isoafise as the
attacker will never have any information of locatiaf
remaining chunks of data. Moreover in order to quenf
decryption, an attacker will have dependency ofkiing which
is again impossible for them to identify the sta@dgcation of
the key. Hence, our system will highly discouragg attacker
in any process of sniffing the data in cloud steragstem. We
have also performed comparing our technique uskistieg
SHA1/2 and AES algorithm to find our technique fahes
much better security performance without any sigaift
impact on the data communication over cloud.
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